Pronoun resolution is the process of finding the antecedent of an anaphoric pronoun. Whereas it is almost always successful — it seems even the case that the use of pronouns contributes to the fluidity of a discourse (1) — there are differences in the facility of resolution between different pronouns demonstrated by small differences in processing times. For example, in English, subject antecedents are processed quicker than object antecedents (2).

However, the list of contributing factors is long and it is difficult to combine all factors to make predictions about pronouns in corpora. Therefore, we investigated whether a broader hypothesis about processing cost induced by anaphoric pronouns can make relevant predictions when it is implemented as a cost metric.

Our cost metric is based on the following hypothesis: more uncertainty about the antecedent of a pronoun leads to higher processing cost. We use the notion of entropy (3) to estimate uncertainty: the antecedent of a pronoun is modeled as a random variable that can take the value of different discourse referents. Each of these referents can be attributed a probability that it is actually the antecedent and then the pronoun’s entropy can be calculated (see the formula $H(pro)$ at the bottom of this page).

An issue with this proposal is that entropy increases when the number of discourse referents rises and will thus systematically be higher further in the text. Therefore, we propose to make a small modification on the metric and take the relative entropy (3) in which the ‘distance’ between the actual entropy and the maximal entropy is measured (see the formula of $H_{relative}$ at the bottom of this page). So, when the relative entropy is low, we predict more processing cost.

We tested the uncertainty hypothesis on the English part of the Dundee Corpus (4), a corpus containing reading times of ten native speakers of English. For each anaphoric pronoun in the corpus, we estimated the probabilities of every discourse referent occurring in the text before the pronoun with a state of the art coreference resolution system (5). We used a Bayesian mixed model (6) to test whether the cost-metric contributed to the prediction of pronoun reading. We found that lower relative entropy lead to more participants fixating a pronoun: a result in line with the uncertainty hypothesis (95% credible interval).

This work illustrates that uncertainty about the antecedent influences pronoun resolution. It also illustrates how notions from Information Theory can make relevant predictions about human language processing and how NLP-systems can be used as robust tools to estimate probabilities of language.
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